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Introduction
● Probabilistic programs define p
● Running the program gives the prior p(x)
● We are interested in the posterior p(y | x)
● Estimating marginal likelihood p(x | y) 

precisely is difficult
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Why is sampling p(x | y) difficult?

Adapted from: https://www.linkedin.com/pulse/ai-economics-synthetic-data-long-tail-sushrut-mair/

High probability, 
narrow input range

Low probability, 
wide input range

a)

b)

Source: https://rpubs.com/hillt5/blog2_621
a)
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Introduction
● What if we could "build" / "approximate"

p(x | y) in some other way?
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Mean Field Approximation
● The probability of a trace is given by:

where ht is the history (x1, . . . , xt−1) of the 
program up to ERP t
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● We approximate p(x) with a simpler p𝜃(x)
● We use 𝜃 to parameterize p𝜃, then we learn 𝜃

Mean Field Approximation
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Mean Field Approximation
● Analytically intractable

 
● Stochastic Gradient 

Descent is our friend

● Enter Kullback-Leibler (KL) 
Divergence!
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KL Divergence
● Measure of distance between distributions
● Essentially our reward function

Bayes’ rule

ELBO
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KL Divergence and ELBO

● KL ≥ 0 → - L(𝜃) + log(p(y)) ≥ 0
● log(p(y)) ≥ L(𝜃)

(constant)



11

Stochastic Gradient Optimization

product rule
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Stochastic Gradient Optimization
● To derive the MC estimate, we use a few 

tricks

a) 

b)
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Stochastic Gradient Optimization
0

apply a)

Can now use MC estimate
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Mean-field approximation
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Compositional Variational 
Inference
● Initialize 𝜃 to arbitrary value
● Sample xt ~ p𝜃(xt)
● Compute: 

○ log(p𝜃(xt))
○ log(p(xt | ht))
○ Rt= log(p(xt | ht)) - log(p𝜃(xt))
○ local gradient Ѱt = ∇𝜃tlog(p𝜃t(xt))
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Computing the gain
● Compute

○ log p(y | x)
○ the gain R = ∑Rt + log p(y | x) + K

● Estimate at ERP t can be averaged over 
many sample traces for a more accurate 
estimate
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Experiments
● Which algorithm estimates the direction of 

the gradient best? How does SGD compare 
with the others?
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Experiments
● ENAC > Vanilla GD (ours) > SOGD
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Takeaways
● Very fast approximate sampling from the 

posterior
● Much cheaper than using MCMC sampling
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Related Work
● High-dimensional posteriors are sometimes 

poorly approximated by SGD, a 
parallelizable approach is proposed [1]
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Related Work
● Automatic Differentiation Variational 

Inference [2]
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Related Work
● Rethinking Variational Inference for 

Probabilistic Programs with Stochastic 
Support [3]
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Questions?
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